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ABSTRACT: Over the course of the last half century, numerous training programs intended to develop creativity capacities have been proposed. In this study, a quantitative meta-analysis of program evaluation efforts was conducted. Based on 70 prior studies, it was found that well-designed creativity training programs typically induce gains in performance with these effects generalizing across criteria, settings, and target populations. Moreover, these effects held when internal validity considerations were taken into account. An examination of the factors contributing to the relative effectiveness of these training programs indicated that more successful programs were likely to focus on development of cognitive skills and the heuristics involved in skill application, using realistic exercises appropriate to the domain at hand. The implications of these observations for the development of creativity through educational and training interventions are discussed along with directions for future research.

Few attributes of human performance have as much impact on our lives, and our world, as creativity. Outstanding achievement in the arts and sciences is held to depend on creativity (Fiest & Gorman, 1998; Kaufman, 2002; McKinnon, 1962). Creativity has been linked to the development of new social institutions and the leadership of extant institutions (Bass, 1990; Mumford, 2002). Creativity, moreover, has been shown to play a role in entrepreneurial activities and long-term economic growth (Amabile, 1997; Simonton, 1999; Wise, 1992). On a more prosaic level, the “good” jobs available in modern information-based economies stress creative thought (Enson, Cottam, & Band, 2001; McGourty, Tarshis, & Dominick, 1996; Mumford, Peterson, & Childs, 1999) whereas creativity has been linked to well-being and successful adaptation to the demands of daily life (A. J. Cropley, 1990; Reiter-Palmon, Mumford, & Threlfall, 1998).

The varied effects of creativity on the nature and quality of our lives begs a question. How can we stimulate people’s creative efforts? In fact, a number of approaches have been used to encourage creativity, including (a) provisioning of effective incentives (e.g., Collins & Amabile, 1999; Eisenberger & Shanock, 2003), (b) acquisition of requisite expertise (e.g., Ericsson & Charness, 1994; Weisberg, 1999), (c) effective structuring of group interactions (e.g., King & Anderson, 1990; Kurtzberg & Amabile, 2001), (d) optimization of climate and culture (e.g., Amabile & Gryskiewicz, 1989; Anderson & West, 1998; Ekvall & Ryhammer, 1999), (e) identification of requisite career development experiences (e.g., Feldman, 1999; Zuckerman, 1974), and (f) training to enhance creativity (e.g., A. J. Cropley, 1997; Nickerson, 1999; Torrance, 1972).

Of these interventions, training has been a preferred, if not the favored, approach for enhancing creativity (Montouri, 1992). Both organizations and educational institutions have invested substantial time and resources in the development and deployment of creativity training. For example, Solomon (1990), drawing from survey data, found that 25% of the organizations employing more than 100 people offer some form of creativity training. Creativity training has been developed for occupations ranging from marketing (Rickards & Friedman, 1979), business management (Basadur, Wakabayashi, & Takai, 1992) and educational administration (Burstiner, 1973), to medicine...
Creativity training, moreover, executed as either distinct course segments or embedded exercises, is often a key component of educational programs for the gifted and talented (Kay, 1998; Renzulli, 1994). Creativity training, in fact, has been developed for virtually every student population including kindergarten students (Meador, 1994), elementary school students (Castillo, 1998; Clements, 1991), high school students (Fritz, 1993), college students (Daniels, Heath, & Enns, 1985; Glover, 1980), disadvantaged students (Davis et al., 1972), disabled students (Jaben, 1983, 1985a), athletes (Kovac, 1998), art students (Rump, 1982), science students (McCormack, 1971, 1974), and engineering students (Clapham & Schuster, 1992).

As might be expected, based on these wide-ranging applications, creativity training comes in many forms. Smith (1998), in a review of training program content, identified 172 techniques, or instructional methods, that have, at one time or another, been used to develop divergent thinking skills. Bull, Montgomery, and Baloche (1995), in a more focused review of college level creativity courses, identified some 70 techniques that were viewed as important components of instruction. Not only do these courses differ with respect to content, they also display some marked differences with respect to method of delivery. For example, Warren and Davis’s (1969) program stresses guided practice whereas Fontenot’s (1993) program places a greater emphasis on lecture and discussion. Clapham (1997) described a training program that is less than 1 hr long. Reese, Parnes, Treffinger, and Kaltounis (1976) described a training program that extended over multiple semesters.

The widespread application of creativity training, coupled with the marked variability observed in content and delivery methods, leads to our two primary goals in this investigation. First, we hoped to provide a reasonably compelling assessment of the overall effectiveness of creativity training through a quantitative analysis of prior program evaluation efforts. Second, we hoped to identify the key characteristics of training content and delivery methods that influenced the relative success of these training efforts. Before turning to the findings emerging from this review, however, it would seem germane to provide some background concerning creativity, in general, and the major approaches used in creativity training.

Creativity Training

Metatheoretical Assumptions

Creativity ultimately involves the production of original, potentially workable, solutions to novel, ill-defined problems of relatively high complexity (Besemer & O’Quin, 1999; Lubart, 2001). What must be recognized here, however, is that the production of workable new solutions to novel, ill-defined problems in most “real-world” settings is influenced by a number of different types of variables (Mumford & Gustafson, 1988). For example, creativity can be understood in terms of the cognitive processes by which people work with knowledge in the generation of ideas (Baughman & Mumford, 1995; Bink & Marsh, 2000; Finke, Ward, & Smith, 1992; Qin & Simon, 1990; Sternberg, 1988; Weisberg, 1999). However, one might also understand creativity in terms of more basic associational and affective mechanisms (Eysenck, 1992; Kaufmann, 2003; Martindale, 1999; Vosberg, 1997). Still another way one might seek to understand creativity is through the dispositional and motivational characteristics that prompt people to engage in creative efforts (Collins & Amabile, 1999; Domino, Short, Evans, & Romano, 2002; McCrae, 1987). Alternatively, creativity might be viewed as one outcome of career strategies and successful exploitation of various environmental opportunities (Kasoff, 1995; Rubenson & Runco, 1992; Simonton, 1999).

Differences in the framework used to understand the creative act influence the kind of training strategies applied. Thus, scholars who see problem solving as a central aspect of creativity often use techniques based on the heuristics that allow people to effectively apply available expertise (Mumford, Baughman, & Sager, 2003). Scholars who see associational mechanisms as being a particularly important aspect of creativity, however, are more likely to apply imagery techniques in training (Gur & Reyher, 1976). In their review of college courses, Bull et al. (1995) identified a number of general approaches applied in the development of creativity training including (a) cognitive approaches, (b) personality approaches, (c) motivational approaches, and (d) social interactional approaches.

In addition to these differences in metatheoretical models, two other overarching assumptions shape the content and structure of creativity training. One of these differences derives from the framework underly-
ing course design. In some cases theoretical models bearing on some aspect of creativity provide the basis for development of an integrated, programmatic, set of training interventions. This model-based approach is evident in training programs derived from theories of lateral thinking (DeBono, 1971, 1985), productive thinking (Covington, Crutchfield, Davies, & Olton, 1970), and creative problem solving (Parnes & Noller, 1972; Treffinger, 1995). Other forms of creativity training, however, eschew general models relying on assemblies of theory independent techniques, such as brainstorming (Muttagi, 1981) or metaphor generation (Lackoff & Johnson, 1980).

The other noteworthy assumptional difference evident in creativity training efforts pertains to the assumed degree, or desirability of, domain specific training. Many training efforts are based on general models, or techniques, held to enhance creativity across a range of situations that require little modification to account for domain and population differences (Basadur, 1997; Isaksen & Dorval, 1992). Other efforts, however, tailor techniques and models to the unique demands made in a given performance domain. One illustration of this domain specific training approach may be found in Baer (1996). He developed creative thinking exercises specific to poetry writing, for example image construction training involved inventing words, or descriptions of things, that suggested other things. He found that this domain specific training appeared to result in more creative products, for poems but not stories, when this experimental group was compared to a control group where only standard language arts training was provided.

Divergent Thinking

Although creativity training programs differ with respect to domain specificity, use of substantive models, and metatheoretical assumptions made about the nature of the creative act, most creativity training shares a common foundation (Fasko, 2001). This foundation was laid down with the seminal work of Guilford and his colleagues (e.g., Christensen, Guilford, & Wilson, 1957; Guilford, 1950; Wilson, Guilford, Christensen, & Lewis, 1954). Here, of course, we refer to the notion of divergent thinking or the capacity to generate multiple alternative solutions as opposed to the one correct solution. Students of creativity continue to debate whether divergent thinking is fully necessary and sufficient for creative thought—with many scholars stressing the need for supporting cognitive activities such as critical thinking and convergent thinking (Fasko, 2001; Nickerson, 1999; Treffinger, 1995). Nonetheless, the evidence accrued over the last 50 years does suggest that divergent thinking, as assessed through open-ended tests such as consequences and alternative uses, where responses are scored for fluency (number of responses), flexibility (category shifts in responses), originality (uniqueness of response), and elaboration (refinement of responses), does represent a distinct capacity contributing to both creative problem solving and many forms of creative performance (Bachelor & Michael, 1991, 1997; Mumford, Marks, Connelly, Zaccaro, & Johnson, 1998; Plucker & Renzulli, 1999; Scratchley & Hakstain, 2001; Sternberg & O’Hara, 1999; Vincent, Decker, & Mumford, 2002).

With the identification of divergent thinking as a distinct capacity making a unique contribution to creative thought, scholars interested in the development of creativity began to apply divergent thinking tasks in the design of training. One illustration of the approach may be found in Glover (1980). He based a training course for college students on known divergent thinking tasks beginning with lecture and discussion on the value of a task performance strategy, such as identifying alternative uses, and then providing practice in the application of this strategy. A similar approach was applied by Cliatt, Shaw, and Sherwood (1980) in developing creativity training for young children. Here questions intended to elicit alternative uses, story completion, and question generation provided the basis for training. In both cases, use of these divergent thinking tasks as a basis for training did, at least apparently, result in some performance gains.

Divergent thinking models have also provided a basis for the development of some systematic, and widely applied, training programs. Perhaps the best known of these systems is the Purdue Creative Thinking program, developed by Feldhusen and his colleagues (Feldhusen, 1983). This program consists of 28 audio taped lessons. These 14-minute instructional sessions present a key principal for enhancing fluency, flexibility, originality, and elaboration (3 to 4 min) followed by illustrations of this principal (8 to 10 min through stories about historic figures). Students subsequently work through a set of accompanying exercises intended to illustrate and provide practice in the applica-
tion of these principals. Some evidence for the effectiveness of this program in enhancing divergent thinking has been provided by Alencar, Feldhusen, and Widlak (1976) and Speedie, Treffinger, and Feldhusen (1971).

Problem Solving

Of course, divergent thinking, however important, is only one component of creative thought. Beginning with the work of Dewey (1910) and Wallas (1928), scholars have proposed various models intended to provide a more complete description of the processes involved in creative thought (e.g., Hennessey & Amabile, 1988; Isaksen & Parnes, 1985; Merrifield, Guilford, Christensen, & Frick, 1962; Osborn, 1953; Silverman, 1985; Sternberg, 1986). In a review of these process models, Mumford and his colleagues (Mumford, Mobley, Uhlman, Reiter-Palmon, & Doares, 1991; Mumford, Peterson, & Childs, 1999) identified eight core processing operations: (a) problem construction or problem finding, (b) information gathering, (c) concept search and selection, (d) conceptual combination, (e) idea generation, (f) idea evaluation, (g) implementation planning, and (h) action monitoring. This synthetic model, in fact, appears to provide a reasonably coherent description of creative thought where multiple forms of expertise are brought to bear on complex, ill-defined problems with the new ideas that provide a basis for solution implementation emerging from the combination and reorganization of relevant concepts. Moreover, the evidence accrued in various experimental and psychometric investigations has demonstrated the importance of the various processes specified by this model. For example, problem finding (Getzels & Csikszentmihalyi, 1976; Okuda, Runco, & Berger, 1991; Rostan, 1994), conceptual combination (Baughman & Mumford, 1995; Finke, Ward, & Smith, 1992), and idea evaluation (Basadur, Runco, & Vega, 2000; Runco & Chand, 1994) have all been shown to be related to both creative problem solving and creative performance.

Processing models of the sort described previously, like divergent thinking, have also provided a basis for development of new training techniques. One illustration of this approach may be found in Davis’s (Davis, 1969; Warren & Davis, 1969) attempt to improve early cycle processing activities (e.g., problem finding, information gathering, concept selection, and conceptual combination) through the use of a checklist in which people were encouraged to take certain actions on the available material (e.g., change colors and shapes, change design styles, rearrange parts, add or subtract something). In the Warren and Davis study, this checklist technique was compared to (a) feature listing and (b) presenting various divergent thinking techniques. It was found that both the checklist technique and feature listing, a technique held to promote conceptual combination (Baughman & Mumford, 1995), lead to an increase in the number of ideas provided for improving a door knob vis-à-vis untrained controls or simply providing a list of divergent thinking techniques. Clapham (1997) and McCormack (1971, 1974) also provided evidence for the utility of checklist and feature listing techniques for enhancing creative problem solving.

In this regard, however, it is important to note that processing models, like divergent thinking concepts, have provided a basis for the development of a wide range of training techniques. For example, drawing from prior work examining the role of analogies in problem finding and conceptual combination (e.g., Baughman & Mumford, 1995), Castillo (1998) devised analogy identification strategies that appear to contribute to creative problem solving in elementary school students. Along similar lines, but focusing on concept selection as well as conceptual combination, Meador (1994) and Phye (1997) have shown that listing the similarities and differences among objects can contribute to creative thinking. Finally, Fraiser, Lee, and Winstead (1997), focusing on idea evaluation, used grid appraisal techniques to encourage the evaluation of creative ideas and spur their subsequent refinement.

In addition to providing a basis for the development of training techniques, models of creative problem solving have also been used to develop more systematic programs of instruction. Perhaps the best known process-based program is the Creative Problem-Solving program developed by Parnes and his colleagues (Noller & Parnes, 1972; Noller, Parnes, & Biondi, 1976; Parnes & Noller, 1972). This program presents six stages of creative problem solving, or problem-solving processes, including mess finding, problem finding, information finding, idea finding, solution finding, and acceptance finding, subsumed under three broader operations, problem understanding, idea generation, and action planning that call for both convergent and divergent operations (Treffinger, 1995). Within this framework, instruction proceeds...
within a lecture and discussion framework where the nature of this model is described along with its implications for creative work. Topics covered include the nature of creative thought, key processes, blocks to creativity, strategies for removing these blocks, and techniques for applying these processes. These lecture and discussion sections are followed by exercises intended to illustrate key points and provide practice applying techniques that might enhance process application (Basadur et al., 1992; Fontenot, 1993; Treffinger, 1995).

A number of studies have been conducted seeking to provide evidence for the effectiveness of the Creative Problem Solving program. For example, Reese, Parnes, Treffinger, and Kaltsounis (1976) have shown that a variation on this basic approach resulted in gains in divergent thinking up to 2 years later as reflected in tasks calling for social problem solving, planning, and idea generation. Other work by Fontenot (1993), Basadur, Graen, and Green (1982), Basadur, Graen, and Scandura (1986), and Basadur and Hausdorf (1996) provided evidence indicating that this training may also contribute to performance on creative problem solving tasks as well as creativity relevant attitudes and behaviors.

Meta-Analyses

As alluded to previously, at least some evidence is available pointing to the effectiveness of some techniques and creativity training programs. An initial attempt to provide a more comprehensive assessment of the effectiveness of creative training may be found in Torrance (1972). He reviewed the results of some 142 studies, 103 of which used the Torrance tests of creative thinking as a criterion. The training interventions examined covered a range of programs and techniques where success was assessed based on a judgmental appraisal of whether the study met its initial objectives. The results obtained in this review indicated that 72% of the training interventions were successful with integrated programs, such as the Creative Problem Solving and Productive Thinking programs, proving most successful.

Of course, this kind of judgmental analysis is subject to a number of ambiguities. A more trenchant criticism, however, involves the failure of the evaluative effort to explicitly examine performance gains due to training. To address this concern, Rose and Lin (1984) conducted a quantitative meta-analytic study of creativity training interventions that used the Torrance tests scored for fluency, flexibility, originality, and elaboration. They identified 46 studies that met the standards for inclusion in this meta-analysis. Subsequent analyses indicated that creativity training was effective yielding an effect size of .64. Somewhat stronger effects, however, were obtained for originality as opposed to fluency, flexibility, and elaboration.

Although, taken at face value, these studies seem to provide strong support for the effectiveness of creativity training, this conclusion has been questioned by some scholars (A. J. Cropley, 1997; Mansfield, Busse, & Krepelka, 1978; Nickerson, 1999). One set of criticisms pertains to the external validity of these findings. Clearly, the results obtained in these studies speak most directly to performance gains on divergent thinking tests. Thus, problem solving and performance criteria, indeed the criteria of ultimate concern, were not examined. Moreover, the bulk of the evidence examined in the Rose and Lin (1984) and Torrance (1972) studies was obtained in school settings—typically elementary school settings. As a result, it is unclear whether these findings can be extended to other settings and other populations.

In addition to these concerns about external validity, the internal validity of the studies providing a basis for these conclusions has been questioned. For example, because manipulations were administered by authority figures it is possible that conformity pressures might account for the obtained results (Cropley, 1997; Nickerson, 1999; Parloff & Handlon, 1964). Alternative interpretations of this sort become more plausible when it is recognized that posttests were often administered immediately after training, transfer problems were not developed, and the training often focused on material similar to, if not identical to, the posttest items. These internal validity issues, of course, suggest that design considerations must be taken into account in drawing conclusions about the validity, or effectiveness, of creativity training.

Aside from these internal and external validity concerns, it should also be noted that neither the Rose and Lin (1984) nor the Torrance (1972) studies examined the course content variables and course delivery methods contributing to the success of training interventions. This point is of some importance because identification of these relations provides a stronger foundation for drawing inferences about the likely suc-
cess of training interventions while providing practical guidance concerning the design and delivery of training (Messick, 1989). Accordingly, in this effort we hoped to conduct a quantitative, meta-analytic, review that would address the internal and external validity concerns arising from prior studies while providing a more comprehensive examination of potential influences on program success.

Method

Literature Search

Identification of the studies included in this meta-analysis began by identifying the studies included in prior meta-analytic efforts (Rose & Lin, 1984; Torrance, 1972). Available general reviews of creativity training and the development of creative capacities were also consulted to identify candidate studies (e.g., A. J. Cropley, 1997; Jausovec, 1994; Mansfield et al., 1978; Nickerson, 1999; Treffinger, 1998). Additionally, prior issues of journals, including the Journal of Creative Behavior, the Creativity Research Journal, Roeper Review, Gifted Child Quarterly, and the Journal of Educational Psychology, were consulted.

Following this initial review, a more complete search of relevant databases was conducted. This search began with examination of Psychological Abstracts, ERIC, and the Expanded Academic Database. The National Technical Information Service Database was examined to obtain relevant technical reports and government documents. Theses and dissertations that examined creativity training were also consulted to identify candidate studies (e.g., A. J. Cropley, 1997; Jausovec, 1994; Mansfield et al., 1978; Nickerson, 1999; Treffinger, 1998). Additionally, prior issues of journals, including the Journal of Creative Behavior, the Creativity Research Journal, Roeper Review, Gifted Child Quarterly, and the Journal of Educational Psychology, were consulted.

Following this initial review, a more complete search of relevant databases was conducted. This search began with examination of Psychological Abstracts, ERIC, and the Expanded Academic Database. The National Technical Information Service Database was examined to obtain relevant technical reports and government documents. Theses and dissertations that examined creativity training were also consulted to identify candidate studies (e.g., A. J. Cropley, 1997; Jausovec, 1994; Mansfield et al., 1978; Nickerson, 1999; Treffinger, 1998). Additionally, prior issues of journals, including the Journal of Creative Behavior, the Creativity Research Journal, Roeper Review, Gifted Child Quarterly, and the Journal of Educational Psychology, were consulted.

To address the file drawer problem arising from publication requirements (Rosenthal, 1979; Rothstein & McDaniel, 1989), two additional steps were taken. First, the corresponding authors of each article identified in the initial literature review were contacted. The 149 corresponding authors thus identified were asked to provide any previously unpublished studies they had conducted that might be relevant to a meta-analysis of the creativity training literature. Second, some 50 consulting firms and large companies known to be actively involved in creativity training were contacted and asked to provide any available course evaluation data along with relevant descriptive material.

Application of these procedures led to the identification of 156 studies that were candidates for potential inclusion in the meta-analysis. Five criteria were applied in selecting the studies that were actually to be included in the meta-analysis. First, the study was required to expressly focus on creativity training. Thus, studies that examined the effects of general educational courses (e.g., arts courses) on creativity were not considered. Second, the relevant article, or report, was required to provide a clear description of the procedures used in training, the population involved, and the strategies applied in training delivery. Third, the study was required to clearly describe the exact nature of the measures used to assess creative performance. Fourth, the study was required to provide the statistics needed to assess effect size using Glass’s Delta. Thus, studies providing only global summaries of findings and studies based solely on difference scores were eliminated. Fifth, if several studies were based on the same data set, only one publication (the publication optimizing the previously noted criteria) was retained to avoid overweighting select studies. Application of these criteria led to the identification of 70 studies to be included in the meta-analysis. Citations for these studies are provided in the reference list.

Coding Effect Size

As noted previously, effect size estimates were obtained for each treatment-dependent variable pair using Glass’s Delta (Glass, McGaw, & Smith, 1981). Glass’s Delta obtains effect size estimates by calculating the difference between the means of the treatment and control groups on the dependant variable of interest and then dividing the observed difference by the control group’s standard deviation. All studies included in the final sample were based on either a pretest or posttest control group design or a pretest or posttest no control group design. In the former case, Deltas were obtained by comparing the posttest scores of the treatment and control groups where the control group provides the estimate of within-group variation. In the later case, Deltas were obtained by comparing the posttest and pretest means where the pretest provided the estimate of within group variation. Applica-
tion of these procedures yielded 97 Delta (Δ) estimates based on 70 unique studies containing 4,210 participants.

The dependent variables applied in these studies were grouped into four general rubrics based on a review of the relevant literature. These dependent variable categories were (a) divergent thinking (e.g., fluency, flexibility, originality, elaboration; Δ n = 37); (b) problem solving (e.g., production of original solution to novel problems; Δ n = 28); (c) performance (e.g., generation of creative products; Δ n = 16); (d) attitudes and behavior (e.g., reactions to creative ideas, creative efforts initiated; Δ n = 16). Deltas applying to dependent variables lying in each of these categories were obtained along with an overall, cross-criteria Delta. Use of both criterion specific and overall Delta estimates was attractive because it helped insure that misleading conclusions would not arise from inappropriate aggregation of dependent variables (Bangert-Downs, 1986). Additionally, based on the observations of Rose and Lin (1984), separate effect size estimates were obtained for the fluency (Δ n = 32), flexibility (Δ n = 22), originality (Δ n = 31), and elaboration (Δ n = 16) criteria subsumed under the aggregate divergent thinking criteria. Deltas for these variables (e.g., fluency) were aggregated to obtain the effect size estimates used in the divergent thinking, and overall, indexes—a procedure justified based on known correlations among these indexes (Mumford & Gustafson, 1988) and the need to avoid undue weighting of divergent thinking in summary analyses.

Variable Coding

To examine the impact of relevant internal and external validity considerations on effect size, and take into account the influence of course content and delivery methods on variation in effect size estimates, a content analysis was conducted. In this content analysis, characteristics of the treatment providing the basis for effect size estimates were assessed, taking into account, as necessary given the coding variable at hand, broader study characteristics. Three judges were asked to conduct this analysis of training content following some 40 hr of training in application of the requisite coding procedures. These judges, all blind to the hypotheses underlying this study but familiar with the creativity literature, worked independently in the initial coding of the relevant study descriptions. The average interrater reliability coefficients obtained, using the procedures suggested by Shrout and Fleiss (1979), was .82. As recommended by Bullock and Svyantek (1985) after completing their independent appraisals, judges met and discussed differences in their appraisals of the coding variables with the resulting consensus appraisal providing the basis for the variable assessments applied in this study. An examination of the pattern of correlations observed among these ratings provided some evidence for their validity as indicated by the substantive meaningfulness of the observed relations.

External Validity

Some initial evidence bearing on the generality, or external validity, of creativity training is, of course, provided by the various dependent variables, or criteria, under consideration (e.g., divergent thinking, problem solving). Because, however, the external validity of creativity training has been questioned on other grounds, for example overreliance on student samples, a number of other external validity variables were examined, including (a) age (contrasting pre and postadolescent populations, or use of participants below 14 versus use of participants at, or above, 14); (b) setting (academic vs. occupational); (c) academic achievement of sample members; (d) use of a gifted sample; (e) gender mix (predominately men, 80% or more; women, 80% or more; mixed, 40% to 60%); and (f) year the study was conducted (before or after 1980).

Internal Validity

Whereas the external validity variables focused on effect size generality, the internal validity variables were intended to address certain criticisms of prior research on creativity training. One of these criticisms holds that larger effects are typically observed for less well-conducted studies (A. J. Cropley, 1997). Accordingly, the first set of internal validity variables examined (a) whether the study appeared in a peer reviewed or nonpeer reviewed publication; (b) the educational level of the investigator (doctorate versus nondoctorate); (c) use of a posttest only versus a prepost, or longitudinal, design; (d) interval to posttest following training; (e) needs assessment conducted; (f) task analysis conducted; (g) use of training exercises explicitly based on
posttest criteria; and (h) use of transfer tests in posttraining assessment.

The second set of internal validity variables was intended to assess the impact of demand characteristics. To address the potential influence of demand characteristics, the following variables were coded: (a) Was the instructor the person conducting the study? (b) Were prizes or money provided for creative responses? and (c) Did instructors actively praise or recognize creative response?

Course Content

The first set of course content variables examined the kind of metatheoretical models applied in development of the creativity training. Here course content was reviewed, and drawing from Bull et al. (1995), courses were evaluated as to whether or not they stressed (a) cognitive models, (b) social models, (c) personality models, (d) motivational models, (e) confluence models (supplemented cognitive models), or (f) other models (e.g., attitudes, blocks to creative thinking).

Following this initial assessment of course content, the cognitive skills to be developed in training were assessed with reference to the general model of creative problem solving processes developed by Mumford et al. (1991). Here judges were asked to review the instructional material and exercises being used in training. They were then asked to rate, on a 4-point scale, the extent to which exercises and instructional material would serve to develop creative problem-solving capacities including (a) problem finding, (b) information gathering, (c) information organization, (d) conceptual combination, (e) idea generation, (f) idea evaluation, (g) implementation planning, and (h) solution monitoring.

In addition to examining problem solving processes, judges were asked to review the instructional material and exercises to identify the techniques being applied. This list of techniques, drawn from Bull et al. (1995) and Smith (1998), was intended to cover the more widely applied general training techniques not linked to a single specific processing activity. Judges were asked to rate, on a 4-point scale, the extent to which application of each technique was emphasized in training. Among the 17 techniques to be considered were checklists, brainstorming, analogies, ideation, and illumination.

Delivery Method

The course design variables were intended to provide some evidence indicating how the basic parameters of instruction influenced the relative effectiveness of training courses. The course design variables drawn from Goldstein and Ford (2001) and Mumford, Weeks, Harding, and Fleishman (1988) examined time in training in days, and in minutes, whether or not whole (2), versus part (1), training was applied, whether or not training was distributed (1) or massed (2), whether (2) or not (1) the training taught discreet skills, whether (2) or not (1) the training was tailored to a specific performance domain, and whether (2) or not (1) a specific model of creativity (e.g., Parnes & Noller, 1972) was used in training design. In addition, judges were asked to rate, on a 4-point scale, the depth of the course material, the difficulty of the course, the amount of instructor feedback, the amount of training time devoted to practice, and the realism of the practice exercises.

After obtaining a description of overall course design, judges were asked to evaluate, on a 4-point scale, the extent to which practice exercises involved (a) classroom exercises; (b) field exercises; (c) group exercises; (d) realistic, domain-based, performance exercises; (d) computer exercises; (e) written exercises; (f) self-paced exercises; and (g) imaginative exercises. These judges were also asked to rate, again on a 4-point scale, the extent to which various instructional media (e.g., Goldstein & Ford, 2001) were employed in training. Among the 10 media to be appraised by judges were lecture, video, and audiotapes, text-based programmed instruction, and cooperative learning.

Results

External Validity

Effects. Table 1 presents the results obtained in assessing the effects of creativity training. As may be seen, the overall Delta obtained in aggregating effects across criteria (e.g., divergent thinking, problem solving) was 0.68. The associated standard error was 0.09. To insure that these effects were not the result of a few studies yielding unusual effects, these analyses were replicated eliminating outliers yielding Deltas larger than +2 or −2. Although the expected changes in estimates of cross-study variation oc-
curred with the elimination of outliers, the average effect size obtained ($\Delta = 0.64; SE = 0.07$) was similar. In the case of both analyses, analyses with and without outliers eliminated, fail-safe $N$ statistics point to the robustness of these effects indicating that creativity training does lead to gains in performance. In fact, the fail-safe $N$ statistic indicates that 168 null studies would be required to reduce the overall effect size below .20 (Orwin, 1983).

The question that arises at this juncture, of course, is whether these findings concerning the effectiveness of creativity training apply to the various criteria of interest. Accordingly, Table 1 also presents the Deltas obtained for studies employing divergent thinking, problem solving, performance, and attitudes and behavior criteria. Given the focus of creativity training on the development of creative thinking skills, it was not surprising that the largest effect sizes were obtained in studies employing divergent thinking ($\Delta = 0.75; SE = 0.11$) and problem solving ($\Delta = 0.84, SE = 0.13$) criteria. Studies applying performance criteria yielded smaller, albeit still sizable, effects ($\Delta = 0.35; SE = 0.11$). Studies employing attitudes and behavior criteria also produced sizable but somewhat weaker effects ($\Delta = 0.24; SE = 0.13$). Given the many variables influencing creative performance and personal behavior aside from individual capabilities (Mumford & Gustafson, 1988), this pattern of results is not especially surprising. What is remarkable is that training evidenced at least some noteworthy effects on performance and attitudes and behavior. Again, this overall pattern of results was maintained when outliers were eliminated. Moreover, the fail-safe $N$ statistics indicated that a number of null studies would be needed to change these findings particularly for the divergent thinking and problem-solving criteria.

The finding that creativity training has a particularly strong influence on divergent thinking and problem solving broaches a new question. What aspects of creative thought are influenced by training? One way this question might be addressed is by examining the impact of creativity training on various aspects of divergent thinking. Table 2 presents the results obtained when effect sizes in divergent thinking studies were as-

<table>
<thead>
<tr>
<th>Components</th>
<th>NE</th>
<th>$\Delta$</th>
<th>SE</th>
<th>CI</th>
<th>SD</th>
<th>$FS_N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Composite only</td>
<td>4</td>
<td>.93</td>
<td>.16</td>
<td>.55–1.30</td>
<td>.32</td>
<td>15</td>
</tr>
<tr>
<td>Fluency</td>
<td>32</td>
<td>.67</td>
<td>.14</td>
<td>.44–.90</td>
<td>.77</td>
<td>75</td>
</tr>
<tr>
<td>Fluency with outliers removed</td>
<td>31</td>
<td>.61</td>
<td>.12</td>
<td>.40–.81</td>
<td>.68</td>
<td>64</td>
</tr>
<tr>
<td>Flexibility</td>
<td>22</td>
<td>.75</td>
<td>.15</td>
<td>.49–1.00</td>
<td>.70</td>
<td>60</td>
</tr>
<tr>
<td>Flexibility with outliers removed</td>
<td>21</td>
<td>.66</td>
<td>.13</td>
<td>.44–.87</td>
<td>.57</td>
<td>48</td>
</tr>
<tr>
<td>Originality</td>
<td>31</td>
<td>.81</td>
<td>.15</td>
<td>.56–1.06</td>
<td>.83</td>
<td>94</td>
</tr>
<tr>
<td>Originality with outliers removed</td>
<td>30</td>
<td>.72</td>
<td>.12</td>
<td>.51–.93</td>
<td>.67</td>
<td>78</td>
</tr>
<tr>
<td>Elaboration</td>
<td>16</td>
<td>.54</td>
<td>.14</td>
<td>.30–.78</td>
<td>.55</td>
<td>27</td>
</tr>
</tbody>
</table>

Note. Composite only = studies that only reported combined fluency, flexibility, etc.; NE = number of effect size estimates; $\Delta$ = average effect size estimate using Cohen’s delta; SE = standard error of effect size estimates; CI = 90% confidence interval; SD = standard deviation in effect sizes across studies; $FS_N$ = fail safe $N$ or number of studies needed to decrease effect sizes below .20.
generality across settings. The overall analysis indicated that creativity training is effecting the critical manifestation of creative thought—the generation of original, or surprising, new ideas (Besemer & O’Quin, 1999). Creativity training, however, also appeared to have a rather broad impact on various manifestations of divergent thinking yielding sizable, and similar, effects with respect to fluency (Δ = 0.67; SE = 0.14), flexibility (Δ = 0.75; SE = 0.15), and, smaller, albeit still sizable effects with respect to elaboration (Δ = 0.54; SE = 0.14).

**Generality.** Taken as a whole, the results obtained in these analyses paint a rather favorable picture of the effectiveness of creativity training. The question that arises at this juncture, however, is whether these findings generalize across people and settings as well as criteria. An initial answer to this question may be found in Table 3. Specifically, effect sizes are provided in Table 3 for each major criterion, and the overall index, for different levels of the various external variables under consideration.

As noted earlier, one question bearing on the external validity of creativity training derives from the widespread use of elementary school students in early studies (e.g., Torrance, 1972). To address this issue, studies were coded as to whether they involved people younger than 14 or 14 and older. As may be seen, in the overall analysis, similar effect sizes were obtained for younger (Δ = 0.67; SE = 0.10) and older (Δ = 0.59; SE = 0.13) populations with creativity training proving effective in both age groups. This pattern of effects held for the divergent thinking and problem-solving criteria. However, older populations evidenced stronger effects with respect to the attitude and behavior criteria (Δ = 0.31; SE = 0.13 vs. Δ = –0.09; SE = 0.16) whereas younger populations evidence stronger effects with respect to the performance criteria (Δ = 0.56; SE = 0.15 vs. Δ = 0.18; SE = 0.13).

The evidence accrued in this study also indicates generality across settings. The overall analysis indicated that creativity training was effective in both academic (Δ = 0.65; SE = 0.08) and organizational (Δ = 1.41; SE = 0.37) settings. In fact, it appears that creativity training may be more effective in organizational than academic settings. Given the small number of organizational studies available, however, more research needs to be conducted before strong conclusions can be drawn in this regard.

Not only does creativity training appear useful in various settings and for different age groups, the value of this training holds for populations who differ in their intellectual capabilities. The overall effect sizes obtained in nongifted (Δ = 0.72; SE = 0.08) and low achieving (Δ = 0.68; SE = 0.08) samples indicated that these populations benefited from training. However, across criteria, gifted (Δ = 0.38; SE = 0.23) students, but not necessarily high achieving students (Δ = 0.66; SE = 0.38), appeared to benefit somewhat less from training, particularly with respect to divergent thinking and problem solving—perhaps because they already possess substantial skills in these arenas as independent creators. As might be expected, based on these observations, high achieving students, students who are typically good problem solvers, appeared to benefit more from training with respect to divergent thinking (Δ = 1.00; SE = 0.39 vs. Δ = 0.72; SE = 0.12) than problem solving (Δ = 0.25; SE = 0.47 vs. Δ = 0.88; SE = 0.13).

Although our foregoing observations underscore the value of creativity training in various populations, a surprising pattern of findings emerged for gender. In examining overall effects, studies that were based on a predominantly male sample yielded larger effects (Δ = 1.14; SE = 0.26 vs. Δ = 0.42; SE = 0.26) than studies that were more based on a predominantly female sample. Studies with a roughly equal proportion of men and women produced an effect size lying between these two extremes (Δ = 0.66; SE = 0.17). This pattern of effects was particularly pronounced on the divergent thinking and problem-solving criteria. Although, at this point, the source of these differences is unclear, it is possible they might be linked to male risk taking and the tendency of women to focus internally when looking for ideas (Kaufman, 2001). Nonetheless, in evaluating this finding, it must be remembered that sizable effects were obtained for women, as well as men, indicating that women do benefit from creativity training.

A final question that might be asked with regard to generality pertains to the stability of these effects over time. To address this issue, studies were assigned to a before 1980 or a 1980-and-after category to reflect the emergence of cognitive approaches. In the overall analysis, studies published before 1980 yielded an effect
<table>
<thead>
<tr>
<th></th>
<th>Overall</th>
<th>Divergent Thinking</th>
<th>Problem Solving</th>
<th>Performance</th>
<th>Attitude/Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NE</td>
<td>∆</td>
<td>SE</td>
<td>CI</td>
<td>SD</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below 14</td>
<td>41</td>
<td>.67</td>
<td>.10</td>
<td>.50–.84</td>
<td>.67</td>
</tr>
<tr>
<td>Above 14</td>
<td>25</td>
<td>.59</td>
<td>.13</td>
<td>.37–.80</td>
<td>.60</td>
</tr>
<tr>
<td><strong>Setting</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Academic</td>
<td>67</td>
<td>.65</td>
<td>.08</td>
<td>.52–.78</td>
<td>.64</td>
</tr>
<tr>
<td>Occupational</td>
<td>3</td>
<td>1.41</td>
<td>.37</td>
<td>.79–2.02</td>
<td>.37</td>
</tr>
<tr>
<td><strong>Academic achievement</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below average</td>
<td>67</td>
<td>.68</td>
<td>.08</td>
<td>.54–.81</td>
<td>.66</td>
</tr>
<tr>
<td>Above average</td>
<td>3</td>
<td>.66</td>
<td>.38</td>
<td>.02–1.29</td>
<td>.41</td>
</tr>
<tr>
<td><strong>Giftedness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nongifted</td>
<td>62</td>
<td>.72</td>
<td>.08</td>
<td>.58–.85</td>
<td>.64</td>
</tr>
<tr>
<td>Gifted</td>
<td>8</td>
<td>.38</td>
<td>.23</td>
<td>-.01–.76</td>
<td>.73</td>
</tr>
<tr>
<td><strong>Gender of sample</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Predominantly male</td>
<td>6</td>
<td>1.14</td>
<td>.26</td>
<td>.69–1.58</td>
<td>.103</td>
</tr>
<tr>
<td>Predominantly female</td>
<td>6</td>
<td>.42</td>
<td>.26</td>
<td>-.03–.86</td>
<td>.37</td>
</tr>
<tr>
<td>Roughly equal</td>
<td>14</td>
<td>.66</td>
<td>.17</td>
<td>.37–.95</td>
<td>.49</td>
</tr>
<tr>
<td><strong>Publication date</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before 1980</td>
<td>19</td>
<td>.78</td>
<td>.15</td>
<td>.53–1.03</td>
<td>.59</td>
</tr>
<tr>
<td>During or after 1980</td>
<td>51</td>
<td>.64</td>
<td>.09</td>
<td>.49–.79</td>
<td>.67</td>
</tr>
</tbody>
</table>

**Note.** NE = Number of effect size estimates, ∆ = Average effect size estimate using Cohen’s delta, SE = Standard error of effect size estimates, CI = 90% Confidence interval, SD = Standard deviation in effect size estimates across studies.
size ($\Delta = 0.78; SE = 0.15$) comparable to that obtained for later studies ($\Delta = 0.64; SE = 0.09$). Of course, the apparent stability of these effects over time suggests that it is not inappropriate to combine studies conducted in different periods in this meta-analytic effort. These effects, however, also suggest that more recent conceptions of creativity have resulted in training that has proved to be as effective as earlier divergent thinking based approaches—a point underscored in Castillo’s (1998) study examining the application of analogical models in creativity training.

**Internal Validity**

Although our foregoing observations argue for the general value of creativity training, a question raised by A. J. Cropley (1997) and Mansfield et al. (1978) is still not unanswered. Is it possible that these effects are inflated due to a lack of internal validity in creativity training studies? One might, of course, address this internal validity question with respect to the characteristics of the dependent variables, characteristics of study design, social/professional attributes of the authors, and characteristics of study development.

In this effort, characteristics of study development were examined in terms of needs analysis and task analysis. In accordance with the broader training literature (e.g., Goldstein & Ford, 2001), it was held that the systematic development of training interventions would influence the effectiveness of the resulting interventions. Because, however, all identified studies based interventions on either general models of creativity or application of certain techniques, the impact of these variables on study effects could not be assessed. The effect sizes obtained for the remaining variables are presented in Table 4.

**Study quality.** In examining social and professional markers of study quality, the overall analysis indicated that the educational level of the corresponding author did not exert much influence on the obtained effect size. Larger effect sizes were obtained for studies appearing in peer reviewed ($\Delta = 0.76; SE = 0.09$) as opposed to nonpeer reviewed ($\Delta = 0.41; SE = 0.16$) publications in the overall analysis. This trend was most clearly evident in the effect sizes obtained for studies using divergent thinking criteria and may reflect the tendency of authors to submit, and editors to accept, only studies yielding relatively large effect sizes when investigators are working in relatively well-developed areas.

**Study design.** Characteristics of study design appeared to exert a larger, more consistent, influence on the effects obtained in studies seeking to evaluate the effectiveness of creativity training. In the overall analysis, larger effect sizes were obtained in (a) small sample ($\Delta = 1.00; SE = 0.10$) as opposed to large sample ($\Delta = 0.35; SE = 0.10$) studies; (b) studies examining only one treatment ($\Delta = 0.99; SE = 0.11$) as opposed to studies examining multiple treatments ($\Delta = 0.43; SE = 0.10$); (c) studies where no control group ($\Delta = 0.97; SE = 0.38$) was applied as opposed to studies applying a control group ($\Delta = 0.66; SE = 0.08$); and (d) studies using a posttest only ($\Delta = 1.01; SE = 0.14$) as opposed to studies using some form of a pre–post ($\Delta = 0.54; SE = 0.09$) design. Given the fact that this pattern of results held across all of the discrete criteria, it seems reasonable to conclude that studies applying poor designs did yield stronger, perhaps unduly strong, effects. What should be recognized here, however, is that when the effect sizes for studies employing stronger designs were examined, creativity training still exerted noteworthy effects across divergent thinking, problem solving, performance, and attitude and behavior criteria.

In examining the influence of dependent variables on the obtained effect sizes, it was found across all criteria that studies using multiple dependent variables ($\Delta = 0.76; SE = 0.08$) produced stronger results than studies using a single dependent variable ($\Delta = 0.11; SE = 0.21$). With respect to dependent variables, one might also argue that effect sizes can be inflated by use of assessments highly similar to training exercises. To examine the effects of “training to criterion,” the similarity of training exercises to the dependent variables applied was evaluated. It was found in the overall analysis that, in spite overlap in training and criteria, the use of criterion measures similar to training exercises ($\Delta = 0.63; SE = 0.12$) did not result in markedly larger effect sizes than the use of criterion measures that displayed relatively little similarity to training exercises ($\Delta = 0.72; SE = 0.11$).

Creativity training has been criticized, not just for potential overlap in training and assessment methods, but also for failure to use designs demonstrating the robustness of training effects (Mayer, 1983; Treffinger, 1986). This criticism has been seen as sufficiently important to spur multiple studies intended...
<table>
<thead>
<tr>
<th>Review</th>
<th>Nonpeer</th>
<th>NE</th>
<th>Δ</th>
<th>SE</th>
<th>CI</th>
<th>SD</th>
<th>NE</th>
<th>Δ</th>
<th>SE</th>
<th>CI</th>
<th>SD</th>
<th>NE</th>
<th>Δ</th>
<th>SE</th>
<th>CI</th>
<th>SD</th>
<th>NE</th>
<th>Δ</th>
<th>SE</th>
<th>CI</th>
<th>SD</th>
<th>NE</th>
<th>Δ</th>
<th>SE</th>
<th>CI</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Peer</td>
<td>54</td>
<td>.76</td>
<td>.09</td>
<td>.61–.88</td>
<td>.62</td>
<td>22</td>
<td>1.03</td>
<td>.12</td>
<td>.82–1.24</td>
<td>.57</td>
<td>25</td>
<td>15</td>
<td>.32</td>
<td>.15</td>
<td>.07–.58</td>
<td>.60</td>
<td>3</td>
<td>98</td>
<td>.39</td>
<td>.31–1.66</td>
<td>1.49</td>
<td>4</td>
<td>.57</td>
<td>.21</td>
<td>.20–.95</td>
</tr>
<tr>
<td>Author</td>
<td>education</td>
<td>39</td>
<td>.70</td>
<td>.11</td>
<td>.53–.88</td>
<td>.62</td>
<td>27</td>
<td>.62</td>
<td>.12</td>
<td>.41–.83</td>
<td>.59</td>
<td>15</td>
<td>19</td>
<td>.98</td>
<td>.17</td>
<td>.69–1.23</td>
<td>.72</td>
<td>6</td>
<td>.43</td>
<td>.18</td>
<td>.11–.75</td>
<td>.30</td>
<td>10</td>
<td>.11</td>
<td>.17</td>
<td>.19–.40</td>
</tr>
<tr>
<td></td>
<td>Doctorate</td>
<td>31</td>
<td>.64</td>
<td>.12</td>
<td>.45–.84</td>
<td>.70</td>
<td>10</td>
<td>1.09</td>
<td>.20</td>
<td>.75–1.44</td>
<td>.79</td>
<td>13</td>
<td>67</td>
<td>.67</td>
<td>.18</td>
<td>.35–.98</td>
<td>.58</td>
<td>10</td>
<td>.30</td>
<td>.14</td>
<td>.05–.55</td>
<td>.51</td>
<td>6</td>
<td>.46</td>
<td>.21</td>
<td>.08–.83</td>
</tr>
<tr>
<td>Sample size</td>
<td>Below average</td>
<td>35</td>
<td>1.00</td>
<td>.10</td>
<td>.84–1.16</td>
<td>.59</td>
<td>19</td>
<td>.99</td>
<td>.14</td>
<td>.75–1.24</td>
<td>.64</td>
<td>19</td>
<td>1.03</td>
<td>.14</td>
<td>.78–1.27</td>
<td>.68</td>
<td>5</td>
<td>.39</td>
<td>.20</td>
<td>.04–.74</td>
<td>.26</td>
<td>3</td>
<td>.53</td>
<td>.31</td>
<td>.01–1.07</td>
<td>.65</td>
</tr>
<tr>
<td></td>
<td>Above average</td>
<td>35</td>
<td>.35</td>
<td>.10</td>
<td>.19–.512</td>
<td>.54</td>
<td>18</td>
<td>.48</td>
<td>.15</td>
<td>.23–.73</td>
<td>.62</td>
<td>9</td>
<td>.44</td>
<td>.21</td>
<td>.09–.79</td>
<td>.47</td>
<td>11</td>
<td>.33</td>
<td>.14</td>
<td>.09–.57</td>
<td>.50</td>
<td>13</td>
<td>.17</td>
<td>.15</td>
<td>.09–.43</td>
<td>.51</td>
</tr>
<tr>
<td>Number of criteria</td>
<td>One criteria</td>
<td>9</td>
<td>.11</td>
<td>.21</td>
<td>.23–.45</td>
<td>.44</td>
<td>0</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>5</td>
<td>.01</td>
<td>.16</td>
<td>.30–.28</td>
<td>.56</td>
<td>4</td>
<td>.26</td>
<td>.28</td>
<td>.23–.75</td>
<td>.20</td>
</tr>
<tr>
<td></td>
<td>More than one criteria</td>
<td>61</td>
<td>.76</td>
<td>.08</td>
<td>.63–.89</td>
<td>.76</td>
<td>37</td>
<td>.75</td>
<td>.11</td>
<td>.56–.93</td>
<td>.67</td>
<td>28</td>
<td>.84</td>
<td>.13</td>
<td>.62–1.05</td>
<td>.67</td>
<td>11</td>
<td>.51</td>
<td>.11</td>
<td>.31–.70</td>
<td>.25</td>
<td>12</td>
<td>.23</td>
<td>.16</td>
<td>.05–.51</td>
<td>.62</td>
</tr>
<tr>
<td>Number of treatments</td>
<td>One treatment</td>
<td>31</td>
<td>.99</td>
<td>.11</td>
<td>.82–1.17</td>
<td>.64</td>
<td>16</td>
<td>1.03</td>
<td>.16</td>
<td>.76–1.30</td>
<td>.71</td>
<td>16</td>
<td>1.08</td>
<td>.15</td>
<td>.82–1.35</td>
<td>.67</td>
<td>5</td>
<td>.45</td>
<td>.20</td>
<td>.10–.80</td>
<td>.30</td>
<td>7</td>
<td>.56</td>
<td>.18</td>
<td>.25–.87</td>
<td>.61</td>
</tr>
<tr>
<td></td>
<td>More than one treatment</td>
<td>39</td>
<td>.43</td>
<td>.10</td>
<td>.27–.59</td>
<td>.55</td>
<td>21</td>
<td>.53</td>
<td>.14</td>
<td>.30–.76</td>
<td>.53</td>
<td>12</td>
<td>.51</td>
<td>.18</td>
<td>.21–.81</td>
<td>.54</td>
<td>11</td>
<td>.30</td>
<td>.13</td>
<td>.07–.54</td>
<td>.49</td>
<td>9</td>
<td>.01</td>
<td>.15</td>
<td>.29–.26</td>
<td>.31</td>
</tr>
<tr>
<td>Control group</td>
<td>Absent</td>
<td>3</td>
<td>.97</td>
<td>.38</td>
<td>.34–1.60</td>
<td>.23</td>
<td>1</td>
<td>.80</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2</td>
<td>1.05</td>
<td>.48</td>
<td>.23–1.87</td>
<td>.25</td>
<td>0</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Present</td>
<td>67</td>
<td>.66</td>
<td>.08</td>
<td>.53–.80</td>
<td>.66</td>
<td>37</td>
<td>.74</td>
<td>.11</td>
<td>.55–.94</td>
<td>.68</td>
<td>26</td>
<td>.82</td>
<td>.13</td>
<td>.59–1.05</td>
<td>.69</td>
<td>16</td>
<td>.35</td>
<td>.11</td>
<td>.16–.54</td>
<td>.43</td>
<td>16</td>
<td>.24</td>
<td>.13</td>
<td>.00–.47</td>
<td>.54</td>
</tr>
</tbody>
</table>

(continued)
## Table 4. (Continued)

<table>
<thead>
<tr>
<th>Evaluation structure</th>
<th>Overall Divergent Thinking</th>
<th>Problem Solving</th>
<th>Performance</th>
<th>Attitude/Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NE</td>
<td>Δ</td>
<td>SE</td>
<td>CI</td>
</tr>
<tr>
<td>Posttest only</td>
<td>20</td>
<td>.01</td>
<td>.14</td>
<td>.78–1.24</td>
</tr>
<tr>
<td>All other designs</td>
<td>50</td>
<td>.54</td>
<td>.09</td>
<td>.40–.69</td>
</tr>
<tr>
<td>Training to criterion</td>
<td>No</td>
<td>39</td>
<td>.72</td>
<td>.11</td>
</tr>
<tr>
<td>Yes</td>
<td>31</td>
<td>.64</td>
<td>.12</td>
<td>.43–.82</td>
</tr>
<tr>
<td>Time to posttest</td>
<td>Relatively short</td>
<td>24</td>
<td>.54</td>
<td>.14</td>
</tr>
<tr>
<td></td>
<td>Relatively long</td>
<td>24</td>
<td>.65</td>
<td>.14</td>
</tr>
<tr>
<td>Transfer task</td>
<td>No</td>
<td>51</td>
<td>.74</td>
<td>.09</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>19</td>
<td>.51</td>
<td>.15</td>
</tr>
<tr>
<td>Investigator is trainer</td>
<td>No</td>
<td>17</td>
<td>.80</td>
<td>.14</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>34</td>
<td>.66</td>
<td>.10</td>
</tr>
<tr>
<td>Prizes provided</td>
<td>No</td>
<td>68</td>
<td>.69</td>
<td>.08</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>2</td>
<td>.26</td>
<td>.46</td>
</tr>
<tr>
<td>Use of overt praise</td>
<td>No</td>
<td>61</td>
<td>.69</td>
<td>.08</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>9</td>
<td>.61</td>
<td>.22</td>
</tr>
</tbody>
</table>

**Note.** NE = number of effect size estimates; Δ = average effect size estimate using Cohen’s delta; SE = standard error of effect size estimates; CI = 90% confidence interval; SD = standard deviation in effect sizes across studies.
to assess the long-term impact of creativity training. In one study along these lines, Glover (1980) re-administered divergent thinking tests nearly a year after initial training. He found that gains in fluency, flexibility, and originality were still observed a year later when the trained group was compared to pretest and no-training controls. In another study along these lines, Baer (1988) found that problem-solving training led to improved performance on transfer problems administered to middle school students 6 months after training.

The results obtained in this effort support these conclusions. First, in the overall analysis, it was found that studies using longer posttest intervals (Δ = 0.65; SE = 0.14) produced effect size estimates comparable to those obtained from studies using shorter posttest intervals (Δ = 0.54; SE = 0.14). Second, studies that used transfer tasks (Δ = 0.51; SE = 0.15) yielded weaker, but not markedly weaker, overall effect size estimates than studies that did not use transfer tasks (Δ = 0.74; SE = 0.09). In the case of studies focusing on problem solving, however, stronger effects were obtained in studies that used transfer tasks (Δ = 1.20; SE = 0.33), than studies that did not use transfer tasks (Δ = 0.78; SE = 0.14).

Alternative explanations. Although it appears that the effects of creativity training are reasonably robust, these findings cannot rule out competing explanations for the success of training. One common alternative explanation holds that the effects of creativity training might be attributed to demand characteristics (A. J. Cropley, 1997; Parloff & Handlon, 1964). One critical concern in this regard arises from the confirmatory bias likely to be associated with the investigator serving as the trainer. Although application of the procedure was relatively common, studies in which the investigator was the trainer (Δ = 0.66; SE = .010) did not result in larger effect sizes than studies in which someone other than the investigator was the trainer (Δ = 0.80; SE = 0.14). Another explanation, one also involving demand characteristics, does not seem plausible since providing prizes or money (Δ = 0.26; SE = 0.46 vs. Δ = 0.69; SE = 0.08) and instructors rewarding or praising creative responses (Δ = 0.61; SE = 0.22 vs. Δ = 0.69; SE = 0.08) tended to reduce, not increase, the impact of creativity training in both the overall and criteria specific analyses.

Course Content

Although the analyses conducted to this point indicate that creativity training has tangible effects on divergent thinking, problem solving, performance, and attitudes and behavior, little attention has been given to a noteworthy finding emerging in the internal and external validity analyses. More specifically, substantial variation was observed in the effect sizes resulting from creativity training. To account for this variability, the relation between the course content variables and the effect sizes resulting from the various training efforts were examined.

Theoretical approach. As noted earlier, the content of creativity training is typically based on some metatheoretical model concerning the kinds of variables shaping creative achievement. In this study, training efforts were evaluated as to whether or not they stressed a cognitive, social, personality, motivational, or confluence framework in the design of course content. Table 5 presents the correlations between these evaluations of theoretical approach effect size estimates. Also the results of a forced-entry regression

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Overall</th>
<th>Divergent Thinking</th>
<th>Problem Solving</th>
<th>Performance</th>
<th>Attitude/Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognitive</td>
<td>.31</td>
<td>.24</td>
<td>.38</td>
<td>.33</td>
<td>−.17</td>
</tr>
<tr>
<td>Social</td>
<td>−.19</td>
<td>−.28</td>
<td>−.13</td>
<td>−.05</td>
<td>−.15</td>
</tr>
<tr>
<td>Personality</td>
<td>−.09</td>
<td>−.07</td>
<td>−.03</td>
<td>−.23</td>
<td>.15</td>
</tr>
<tr>
<td>Motivational</td>
<td>−.16</td>
<td>−.10</td>
<td>.05</td>
<td>−.39</td>
<td>.24</td>
</tr>
<tr>
<td>Confluence</td>
<td>−.01</td>
<td>.14</td>
<td>—</td>
<td>−.05</td>
<td>.15</td>
</tr>
<tr>
<td>Other (e.g., attitudinal)</td>
<td>−.17</td>
<td>−.09</td>
<td>−.25</td>
<td>.07</td>
<td>−.16</td>
</tr>
<tr>
<td>Multiple correlation (R = .40)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. Overall = overall, cross-criteria index; r = correlation coefficient; β = standardized regression coefficient.
analysis are presented—an analysis where the overall index was regressed on evaluations of metatheoretical framing. It is of note that these regressions were conducted only for the overall index due to concerns about stability in small samples.

The multiple correlation obtained when the overall index was regressed on evaluations of the framework applied was .40. Apparently, the framework selected as a basis for course development does influence the success of training. The correlation and regression coefficients indicated, furthermore, successful interventions tended to be based on a cognitive framework. In the overall analysis, use of a cognitive framework in the development of training content produced the only sizable positive correlation \( r = .31 \) and regression weight \( \beta = .24 \). This general conclusion held across criteria.

**Processes.** If it is granted that cognitive framing provides a particularly effective basis for the development of creativity training, the next question that comes to fore concerns the specific elements of cognition that contribute to training effects. Table 6 presents the results obtained when processing activities were related to indices of effectiveness.

In the regression analysis, the multiple correlation obtained for the overall index was .49. Thus, the development of course content around core processing activities apparently contributes to the success of creativity training. The correlational analysis using the overall index indicated that training focusing on problem identification \( r = .37 \), idea generation \( r = .21 \), implementation planning \( r = .19 \), solution monitoring \( r = .17 \), and conceptual combination \( r = .16 \) were all positively related to program success. The regression weights, however, indicated that problem identification \( \beta = .48 \), idea generation \( \beta = .18 \), and conceptual combination \( \beta = .14 \) made the strongest unique contributions to training effects. When the effects of other variables were taken into account, however, idea evaluation \( \beta = -.20 \) appeared to have a negative impact on training success. This finding, however, is not surprising given the observations of Mumford, Connelly, and Gaddis (2003) concerning the role of idea evaluation in stimulating conceptual combination and idea generation.

Broadly speaking, the pattern of relations obtained in examining the discrete criteria was consistent with these general trends. However, in accordance with our foregoing observations, an emphasis on idea evaluation was found to be positively related to the effect sizes obtained in problem solving \( r = .51 \) and attitudes and behavior \( r = .56 \) studies but negatively related to the effect sizes obtained in performance \( r = -.39 \) studies. With regard to these differences, moreover, it should be noted that processing activities were more strongly related to the average effects obtained in problem solving \( r = .41 \), performance \( r = .23 \), and attitudes and behavior \( r = .44 \) studies than divergent thinking \( r = .04 \) studies—a result that is not easily attributed to limited variation in effect size estimates among the divergent thinking studies.

**Techniques.** Another way one might examine how content influences the success of creativity training is by examining how the application of various training techniques is related to study effect size. Table 7 presents the results obtained in examining the relation of the training techniques under consideration to the effect size estimates. As may be seen, the multiple

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Overall</th>
<th>Divergent Thinking</th>
<th>Problem Solving</th>
<th>Performance</th>
<th>Attitude/Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem identification</td>
<td>.37</td>
<td>.48</td>
<td>.12</td>
<td>.55</td>
<td>.43</td>
</tr>
<tr>
<td>Information gathering</td>
<td>.02</td>
<td>-.06</td>
<td>-.20</td>
<td>.14</td>
<td>.39</td>
</tr>
<tr>
<td>Information organization</td>
<td>.17</td>
<td>-.02</td>
<td>.01</td>
<td>.59</td>
<td>.49</td>
</tr>
<tr>
<td>Idea generation</td>
<td>.21</td>
<td>.18</td>
<td>.11</td>
<td>.25</td>
<td>.27</td>
</tr>
<tr>
<td>Idea evaluation</td>
<td>-.03</td>
<td>-.20</td>
<td>-.03</td>
<td>.51</td>
<td>-.39</td>
</tr>
<tr>
<td>Implementation planning</td>
<td>.19</td>
<td>.05</td>
<td>.15</td>
<td>.50</td>
<td>.23</td>
</tr>
<tr>
<td>Solution monitoring</td>
<td>.17</td>
<td>-.07</td>
<td>.00</td>
<td>.48</td>
<td>.28</td>
</tr>
</tbody>
</table>

**Note.** Overall = overall, cross-criteria index; \( r \) = correlation coefficient; \( \beta \) = standardized regression coefficient.
correlation obtained when the overall index was regressed on technique application ratings was .56. In the overall analysis, the correlations and regression weights indicated that training courses stressing techniques such as critical thinking (r = .22, β = .26), convergent thinking (r = .17, β = .12), and constraint identification (r = .15, β = .07) produced the largest positive relations with effect size. Thus, use of techniques that stress analysis of novel, ill-defined problems contributes to success. In keeping with this conclusion, use of expressive activities (r = –.27), imagery (r = –.21), and metaphors (r = –.18) were negatively related. Along similar lines, in the case of divergent thinking, use of convergent thinking techniques (r = .21), divergent thinking techniques (r = .14), and constraint identification (r = .16) were positively related to study effect size while use of imagery (r = –.30) and metaphors (r = –.11) were negatively related to study effect size.

Of course, these findings beg two questions. Why does a greater emphasis on exploratory techniques diminish training effectiveness? Why does a greater emphasis on more analytic techniques enhance training effectiveness? One potential answer to these questions may be found in Mumford and Norris (1999) and Mumford et al. (2003). They argued that training techniques, like attempts to develop processing capacities, provide heuristics, or strategies, for working with information in solving novel, ill-defined problems.

This general pattern of relations was consistent with the correlations observed between technique use and the effect sizes obtained in studies using divergent thinking, problem solving, performance, and attitudes and behavior criteria. For example, in the case of problem solving, use of convergent thinking (r = .44) and constraint identification (r = .39) techniques were positively related to study effect size whereas use of expressive activities (r = –.42), imagery (r = –.37), and metaphors (r = –.34) were negatively related. Along similar lines, in the case of divergent thinking, use of convergent thinking techniques (r = .21), divergent thinking techniques (r = .14), and constraint identification (r = .16) were positively related to study effect size while use of imagery (r = –.30) and metaphors (r = –.11) were negatively related to study effect size.

Table 7. Relationship of Training Techniques to Variation Across Studies in Effect Size

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Overall</th>
<th>Divergent Thinking</th>
<th>Problem Solving</th>
<th>Performance</th>
<th>Attitude/Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>Divergent thinking</td>
<td>.02</td>
<td>–.01</td>
<td>.14</td>
<td>.09</td>
<td>.06</td>
</tr>
<tr>
<td>Convergent thinking</td>
<td>.17</td>
<td>.12</td>
<td>.21</td>
<td>.44</td>
<td>−.38</td>
</tr>
<tr>
<td>Critical thinking</td>
<td>.22</td>
<td>.26</td>
<td>−.01</td>
<td>.14</td>
<td>−.16</td>
</tr>
<tr>
<td>Metacognition</td>
<td>.15</td>
<td>.07</td>
<td>−.07</td>
<td>.11</td>
<td>−.13</td>
</tr>
<tr>
<td>Ideation</td>
<td>.07</td>
<td>.13</td>
<td>.06</td>
<td>.09</td>
<td>−.01</td>
</tr>
<tr>
<td>Elaboration</td>
<td>−.19</td>
<td>−.06</td>
<td>−.13</td>
<td>−.16</td>
<td>−.35</td>
</tr>
<tr>
<td>Illumination</td>
<td>−.27</td>
<td>−.38</td>
<td>−.37</td>
<td>−.18</td>
<td>−.47</td>
</tr>
<tr>
<td>Constraint identification</td>
<td>.15</td>
<td>.07</td>
<td>.16</td>
<td>.39</td>
<td>.28</td>
</tr>
<tr>
<td>Strength/weakness identification</td>
<td>−.03</td>
<td>−.32</td>
<td>.18</td>
<td>.07</td>
<td>−.41</td>
</tr>
<tr>
<td>Feature comparisons</td>
<td>−.04</td>
<td>.11</td>
<td>−.06</td>
<td>−.17</td>
<td>−.16</td>
</tr>
<tr>
<td>Feature listing</td>
<td>−.05</td>
<td>−.22</td>
<td>−.14</td>
<td>−.02</td>
<td>−.16</td>
</tr>
<tr>
<td>Analogies</td>
<td>.06</td>
<td>.12</td>
<td>.12</td>
<td>.13</td>
<td>.28</td>
</tr>
<tr>
<td>Checklisting</td>
<td>−.06</td>
<td>.00</td>
<td>.01</td>
<td>−.20</td>
<td>−.16</td>
</tr>
<tr>
<td>Brainstorming</td>
<td>.09</td>
<td>−.03</td>
<td>.01</td>
<td>.19</td>
<td>.08</td>
</tr>
<tr>
<td>Imagery</td>
<td>−.21</td>
<td>.15</td>
<td>−.30</td>
<td>−.37</td>
<td>.00</td>
</tr>
<tr>
<td>Metaphors</td>
<td>−.18</td>
<td>−.22</td>
<td>−.11</td>
<td>−.34</td>
<td>.08</td>
</tr>
<tr>
<td>Expressive activities</td>
<td>−.27</td>
<td>−.24</td>
<td>−.02</td>
<td>−.42</td>
<td>−.44</td>
</tr>
</tbody>
</table>

Multiple correlation (R = .56)

Note. Overall = overall, cross-criteria index; r = correlation coefficient; β = standardized regression coefficient.
pact on performance. On the other hand, more open exploratory techniques, techniques that provide less guidance in strategic approach, can be expected to have less impact on training outcomes—however useful these techniques may be in encouraging engagement in creative efforts.

**Delivery Method**

**Course design.** Table 8 presents the results obtained when study effect sizes were correlated with, and regressed on, the course design variables. As may be seen, course design apparently had a sizable impact on the effectiveness of creativity training. The multiple correlation obtained in examining the relation of the course design variables with effect size was .55.

As might be expected, given prior studies indicating that time on task contributes to learning and performance (Ericsson & Charness, 1994; Weisberg, 1999), the amount of practice provided ($r = .24, \beta = .32$) along with training time, as assessed in days ($r = .02, \beta = .26$) and minutes ($r = .14; \beta = -.39$), was positively related to training effects in the overall analysis. The negative regression weight obtained for the minutes variable when days were taken into account, is, of course, a reflection of the limits on effect size imposed by the use of short courses. In this regard, however, it should be noted that practice time and training time had less impact on the effect sizes obtained in studies using divergent thinking criteria than studies using problem solving, performance, and attitudes and behavior criteria—a finding consistent with the earlier observations of Clapham (1997).

Earlier we noted that creativity courses tend to be based on either application of select training techniques or a theoretical model of creativity. Application of model based approaches in course design, as opposed to an ad hoc assembly of techniques, was found to be positively related to obtained effect sizes in both the overall ($r = .39; \beta = .46$) and the various criterion specific analyses. In keeping with the notion that creativity training should be framed with respect to viable general models, use of domain specific training strategies was not strongly related to obtained effect sizes in the overall analysis, although somewhat stronger, positive relations were obtained for studies using performance and attitudes and behavior criteria. Apparently, domain specificity is most useful when cognitive skills must be applied in a certain arena. In this regard, it should be noted that the realism of practice exercises, as reflected in their content mapping to “real world” domains, was positively related to effect size in the overall analysis ($r = .31; \beta = .00$) proving particularly important to training success in studies using problem solving and attitudes and behavior criteria. Thus, it appears that creativity training should be framed in terms of general principals with training being designed to illustrate the ap-

| Table 8. Relationship of Course Design Variables to Variation Across Studies in Effect Size |
|-----------------------------------------------|--------|--------|--------|--------|--------|
| Overall | Divergent Thinking | Problem Solving | Performance | Attitude/Behavior |
| Techniques | $r$ | $\beta$ | $r$ | $r$ | $r$ | $r$ |
| Number of days in course | .02 | .26 | -0.02 | .25 | .08 | -0.02 |
| Number of minutes in course | .14 | -.39 | .13 | .29 | .28 | .21 |
| General model applied | .39 | .46 | .39 | .54 | .28 | .65 |
| Domain specific exercises | .05 | -.08 | -.08 | -.05 | .31 | .66 |
| Realistic practice | .31 | .00 | .09 | .44 | .42 | .58 |
| Amount of practice | .24 | .32 | -.03 | .32 | .22 | .56 |
| Depth of material | .24 | -.01 | .17 | .27 | .21 | .46 |
| Difficulty of material | .20 | .05 | .05 | .30 | .29 | .35 |
| Distributed versus massed training | -.07 | .10 | .18 | -.10 | -.46 | — |
| Holistic learning | -.18 | .00 | -.02 | -.29 | -.35 | -.47 |
| Component skills trained | .15 | .05 | -.05 | .26 | .35 | .47 |
| Amount of instructional feedback | -.09 | -.15 | -.28 | .25 | .25 | -.19 |

Note. Overall = overall, cross-criteria index; $r$ = correlation coefficient; $\beta$ = standardized regression coefficient.
application of these principals in a particular domain (Baer, 1996).

In fact, the Purdue Program was developed with this approach in mind. The Purdue program, however, was also designed in such a way as to challenge late elementary and middle school students in terms of the depth of topic coverage and the difficulty of the training material. In this study, depth ($r = .24, \beta = -.01$) and difficulty ($r = .20, \beta = .05$) yielded sizable positive correlations with effect size in the overall correlational analysis—a trend replicated in the criterion specific analyses. The weaker effects exerted by depth and difficulty in the regression analysis may be attributed to the relation of depth and difficulty with training time and practice time.

With regard to the style in which training material is presented, it appears that material should be presented in a fashion likely to facilitate the initial acquisition of relevant concepts and procedures (Mumford, Costanza, Baughman, Threlfall, & Fleishman, 1994). The negative correlation observed between practice type and overall effect size ($r = -.07, \beta = .10$) indicates that it was more effective to distribute than mass learning activities, particularly when the concern at hand was problem solving ($r = -.10$) and performance ($r = -.46$). However, massing was positively related to the effects obtained in divergent thinking training ($r = .18$) where short courses illustrating easily acquired techniques can be applied (Clapham, 1997). Along similar lines, in this overall analysis, it was found that training that presented material in a holistic fashion tended to be negatively related to effect size ($r = -.18, \beta = .00$) whereas training that focused on the development of component skills ($r = .15, \beta = .05$) tended to be positively related to effect size with these effects again proving most pronounced for studies using problem solving and performance criteria.

A final design variable likely to be of concern is the amount of feedback provided by instructors during training. In the case of the problem-solving ($r = .25$) and performance ($r = .25$) criteria, instructor feedback was positively related to obtained effect size. In the case of the divergent thinking ($r = -.28$) and attitudes and behavior ($r = -.19$) criteria, instructor feedback was negatively related to obtained effect size. These relations, although complex, suggest that feedback is beneficial when performance shaping is required for product generation. When, however, the performance is less constrained, as is the case of divergent thinking and attitudes and behavior studies, then the imposition of external standards through feedback may inhibit creativity.

**Media.** Although our foregoing observations provide some guidelines for the design of creativity training, the approach used to deliver this training has not been addressed. Table 9 presents the results obtained when the overall index was regressed on the instructional media variables. The multiple correlation of .40 obtained in this analysis suggests that instructional media can have an impact on program success. In examining the regression weights obtained in this analysis, along with the associated correlation coefficients, it was found that two general

| Table 9. Relationship of Instructional Media to Variation Across Studies in Effect Size |
|-------------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Techniques                         | Overall         | Divergent       | Problem         | Performance     | Attitude/Behavior |
|                                    | $r$             | $\beta$         | $r$             | $r$             | $r$             |
| Lecture                            | .20             | .30             | .19             | .15             | .30             |
| Video or audio                     | .07             | .17             | .35             | -.28            | .17             |
| Computer assisted                  | -.01            | .00             | -.03            | —               | —               |
| Individualized coaching            | .09             | .02             | .11             | .31             | .04             |
| Programmed instruction             | .07             | .07             | -.10            | -.03            | —               |
| Discussion                         | -.04            | -.14            | .07             | .03             | .18             |
| Social modeling                    | .16             | .07             | -.13            | .26             | .17             |
| Behavior modification              | -.04            | -.02            | —               | -.11            | —               |
| Cooperative learning               | .21             | .18             | .06             | .24             | -.20            |
| Case based                         | .25             | .11             | .07             | .22             | .31             |
| Multiple correlation ($R = .40$)   |                 |                 |                 |                 |                 |

Note. Overall = overall, cross-criteria index; $r$ = correlation coefficient; $\beta$ = standardized regression coefficient.
media deployment strategies contribute to the success of creativity training.

First, the use of media that provide information was found to be positively related to the success of creativity training. Thus, the use of lecture based instructional techniques was positively related to effect size in the overall analysis ($r = .20$, $\beta = .30$) as well as the effect sizes obtained in studies examining divergent thinking, problem solving, performance, and attitudes and behavior criteria. Along similar lines, use of audio-visual media, again a technique focused on information, was positively related to the effect sizes obtained in divergent thinking and performance studies. Thus, in accordance with the observations of Basadur et al. (1986), Clapham (1997), and Speedie et al. (1971), informing people about the nature of creativity and strategies for creative thinking is an effective, and perhaps necessary, component of creativity training.

Second, the use of media that encourage knowledge application was found to be positively related to the success of creativity training. Specifically, use of social modeling ($r = .16$, $\beta = .07$), cooperative learning ($r = .21$, $\beta = .18$), and case-based ($r = .25$, $\beta = .11$) learning techniques was found to be positively related to the effect sizes obtained in the cross-criteria analyses. Although these relations were evident in studies employing problem solving, performance, and attitudes and behavior criteria, they did not appear in studies employing divergent thinking criteria. This pattern of results suggests active application of techniques and principles may be more important when the concern at hand is product generation as opposed to idea generation.

**Practice exercises.** These observations about instructional media bring us to the relation between various forms of practice and the success of training. Table 10 presents the results obtained in examining the relation between the extent to which different types of exercises were applied and the effect sizes obtained in creativity training. Exercise type was found to be related to the success of training producing a multiple correlation of .42 in the regression analysis examining the overall criterion.

The most clear-cut finding to emerge in the overall analysis was that the use of domain-based performance exercises was positively related ($r = .31$, $\beta = .35$) to effect size. It is of note in this regard, however, that the use of domain based performance exercises was more important when the concern at hand was problem solving, performance, and attitudes and behavior criteria as opposed to divergent thinking criteria. This pattern of findings is, of course, consistent with our earlier observations concerning the value of domain-based practice. In keeping with this pattern of findings, use of field exercises and interactive class exercises was positively related to the effect sizes obtained in performance and attitudes and behavior studies.

The other noteworthy finding to emerge in examining the value of different exercises involved the use of imaginative exercises. In the overall analysis use of imaginative exercises ($r = -.27$, $\beta = -.25$) was negatively related to program success. These effects were particularly pronounced for studies based on divergent thinking, performance, and attitudes and behavior criteria. Apparently, creativity training requires struc-

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Overall</th>
<th>Divergent Thinking</th>
<th>Problem Solving</th>
<th>Performance</th>
<th>Attitude/Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classroom exercises</td>
<td>$r$</td>
<td>$\beta$</td>
<td>$r$</td>
<td>$r$</td>
<td>$r$</td>
</tr>
<tr>
<td>Field exercises</td>
<td>.13</td>
<td>.10</td>
<td>.09</td>
<td>.01</td>
<td>.39</td>
</tr>
<tr>
<td>Self-paced exercises</td>
<td>.02</td>
<td>-.10</td>
<td>-.11</td>
<td>-.08</td>
<td>.31</td>
</tr>
<tr>
<td>Written exercises</td>
<td>.04</td>
<td>-.13</td>
<td>.14</td>
<td>-.14</td>
<td>.16</td>
</tr>
<tr>
<td>Computer exercises</td>
<td>-.01</td>
<td>-.06</td>
<td>-.04</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Imaginative exercises</td>
<td>-.27</td>
<td>-.25</td>
<td>-.27</td>
<td>-.02</td>
<td>-.47</td>
</tr>
<tr>
<td>Performance/production exercises</td>
<td>.31</td>
<td>.35</td>
<td>.09</td>
<td>.44</td>
<td>.42</td>
</tr>
<tr>
<td>Group exercises</td>
<td>.06</td>
<td>.00</td>
<td>.01</td>
<td>.20</td>
<td>.31</td>
</tr>
</tbody>
</table>

Table 10. Relationship of Exercise Type to Variation Across Studies in Effect Size

Note. Overall = overall, cross-criteria index; $r$ = correlation coefficient; $\beta$ = standardized regression coefficient.
tured, directed, practice in the application of relevant
techniques and principals.

Discussion

Before turning to our broader conclusions, certain
limitations of the present study should be noted. To
begin, both the qualitative and quantitative review
presented herein was focused on a relatively narrowly
defined phenomenon—the effects of creativity train-
ing. As a result, broader developmental issues, such as
life history, (Feldman, 1999), career experiences
(Zuckerman, 1974), and environmental opportunities
(Csikszentmihalyi, 1999), were not considered. Along
similar lines, no attempt was made in this study to examine more complex, contextual, aspects of the instructional environment, such as curiosity, playfulness, and exploration (A. J. Cropley, 1997; Nickerson, 1999). Clearly, however, a careful examination of these contextual influences, influences that, indeed, may condition the success of creativity training, would have proven premature given the diversity and complexity of creativity training as a phenomenon in its own right.

In this study, moreover, an attempt was made to draw relatively strong conclusions with respect to the effectiveness of creativity training using quantitative, meta-analytic procedures. As a result, relatively stringent criteria were applied in selecting the studies to be considered in this meta-analysis. Although application of this approach is commonly recommended in meta-analytic efforts (Rosenthal, 1979; Rothstein & McDaniel, 1989), this approach did result in the loss of studies in which relevant training methods were poorly described or inappropriate statistics were used to assess the effects of training—often studies based on difference scores. Finally, as is the case in all meta-analytic efforts, the validity of our conclusions is clearly dependent on a comprehensive sampling of relevant studies. Although an unusually extensive “file-drawer” search, as well as the use of fail-safe statistics served to address this concern, caution is still called for in generalizing our findings to all studies of creativity training, particularly studies that did not examine divergent thinking, problem solving, performance, and attitudes and behavior criteria.

Along similar lines, it should be recognized that not every external and internal validity issue was, or in-
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The results obtained in this study are noteworthy, however, not only because they confirm the findings obtained in earlier investigations, but also because they indicate that training may influence other criteria.

The value of creativity training, at least with respect to divergent thinking, problem solving, performance, and attitudes and behavior criteria is underscored by two other findings emerging in this study. First, although it has been argued that the apparent effects of creativity training might be attributed to various internal validity concerns (A. J. Cropley, 1997; Mansfield et al., 1999), the evidence accrued in this study does not support this proposition. No evidence was obtained in the internal validity analyses indicating that demand characteristics influence the effects of training. Moreover, although larger effects were obtained in poorly conducted studies, studies using a small sample, no control group, only one treatment, or a posttest only design, better designed studies still yielded sizable effects across all four criteria with these effects being maintained over time and on transfer tasks.

Second, the results obtained in this study indicate that well-designed training can evidence substantial external validity. Creativity training contributed to divergent thinking, problem solving, performance, and attitudes and behavior for younger and older students and working adults, and for high achieving and more “run of the mill” students. In fact, even in cases where the effects of training varied by subgroup population, specifically showing less effect for gifted students and women, training was still found to have sizable effects on the various criteria under consideration. Thus, creativity training appears beneficial for a variety of people, not just elementary school students or the unusually gifted.

Taken as a whole, these observations lead to a relatively unambiguous conclusion. Creativity training works. The question that arises at this juncture, however, is exactly how creativity training works. An initial answer to this question was provided in our examination of how the various metaheoretical models commonly applied in creativity training (Bull et al., 1985) were related to obtained effect sizes. Of the various metaheoretical models applied in creativity training, only use of a cognitive approach consistently contributed to study effects. Moreover, it was found that training stressing the cognitive processing activities commonly held to underlie creative efforts, specifically the core processes identified by Mumford et al. (1991), was positively related to study success. Of the various processes included in this model, processes closely linked to the generation of new ideas, specifically problem finding, conceptual combination, and idea generation, proved to be the most powerful influences on the effectiveness of training. Thus, it appears that the success of creativity training can be attributed to developing and providing guidance concerning the application of requisite cognitive capacities.

Given these findings, however, one must ask still another question. What is being developed through these cognitive interventions? Because creativity training is often rather short it seems unlikely that training is serving to develop expertise (Ericsson & Charness, 1994). Instead, what appears more likely is that training provides a set of heuristics, or strategies, for working with already available knowledge (Kazier & Shore, 1995; Mumford & Norris, 1999; Mumford et al., 2003). Some support for this proposition may be obtained by considering how various training techniques were related to obtained effects. Specifically, techniques such as critical thinking, convergent thinking, constraint identification, and use of analogies, all techniques where people are shown how to work with information in a systematic fashion, were positively related to the success of training. In keeping with this observation use of more open exploratory techniques, techniques where less concrete guidance with regard to the application of information is provided (e.g., expressive activities, illumination, and imagery) were negatively related to obtained effects.

Although the success of creativity training appears linked to providing people with strategies, or heuristics, for working with information, two noteworthy provisos with regard to this general conclusion should be mentioned. First, in the various course content analyses, the success of divergent thinking studies was less effectively predicted than studies using problem solving, performance, and attitudes and behavior criteria despite adequate variation in effect size. One potential explanation for this pattern of results may be found in the delivery method variables. Here lecture-based instruction was found to exert particularly strong positive effects on divergent thinking. This finding suggests that simple demonstration of heuristics, or strategies, may, at times, be sufficient to stimulate divergent thinking, perhaps because these strategies and heuristics are readily grasped and contextual application is not required. Indeed, simple exposure to relevant heuristics, or strategies, for divergent thinking has
proven effective in many studies (e.g., Clapham, 1997; Warren & Davis, 1969).

Second, although the results obtained in this effort point to the value of cognitive approaches in creativity training, these results should not be taken to imply that other approaches have no value. Use of confluence models proved beneficial across criteria whereas use of motivational and personality approaches was positively related to the effects obtained in studies focusing on performance criteria. It is possible, moreover, that cognitive training, by demonstrating the effectiveness of various strategies for performing creative tasks may, through feelings of efficacy, motivate creative efforts just as the outcomes of creative efforts lead to an appreciation of creative work (Basadur et al., 1992; Davis et al., 1972).

If one grants the apparent value of cognitive approaches to creativity training then it seems germane to consider how the training should be delivered. In fact, the results obtained in this effort paint a rather coherent picture of the delivery procedures that contribute to the success of creativity training. First, training should be based on a sound, valid, conception of the cognitive activities underlying creative efforts. Second, this training should be lengthy and relatively challenging with various discrete cognitive skills, and associated heuristics, being described, in turn, with respect to their effects on creative efforts. Third, articulation of these principles should be followed by illustrations of their application using material based on “real-world” cases or other contextual approaches (e.g., cooperative learning). Fourth, and finally, presentation of this material should be followed by a series of exercises, exercises appropriate to the domain at hand, intended to provide people with practice in applying relevant strategies and heuristics in a more complex, and more realistic context.

Some support for these conclusions may be found in the more successful of the creativity training programs currently available. For example, the Purdue Creative Training program (e.g., Feldhusen, Treffinger, & Bahlke, 1970) explicitly describes creative thinking principles and then provides illustrations of their application in a “real-world” context. Along similar lines, the Creative Problem-Solving program (e.g., Barnes & Noller, 1972; Treffinger, 1995) begins by describing the key cognitive processes underlying creative thought. Subsequently, strategies for effectively applying these processes are described and illustrations of their application provided.

These observations about delivery method, along with our foregoing observations about course content, also point to a broader implication of the present study. More specifically, the success of training depends on a sound substantive understanding of the critical components of creative thought. One implication of this observation is that as research progresses, and leads to new developments in our understanding of creative thought, these advances might provide a basis for the development of new approaches or the refinement of existing approaches. Thus, recent work on conceptual combination (Baughman & Mumford, 1995; Ward, Smith, & Finke, 1999) might provide new strategies for creativity training—strategies stressing analysis for the linkage requirements among applicable concepts. Alternatively, creativity training might attempt to incorporate strategies that help people identify and appraise anomalies (Mumford, Baughman, Supinski, & Maher, 1996).

More generally, however, this observation suggests that creativity training should not be viewed as simply a particular program or the result of applying a fixed set of techniques. Instead, creativity training should be subject to revision and extension as we develop a better understanding of creative thought and better understanding of the approaches that might be used to enhance creative thought. Hopefully, this investigation, by identifying the kind of course content and course delivery methods that lead to successful training interventions will lay a foundation for future efforts along these lines.

References1


---

1 Asterisked references indicate articles that provided one or more studies for inclusion in the meta-analysis.


